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Abstract. Humankind faces a most crucial mission; we musteamdur, on a
global scale, to restore and improve our naturdl social environments. In this
environmental study, we will use context-dependgifferential computation to
analyse changes in various factors (temperatutdsurs, level of C@ habitats,
sea levels, coral areas, etc.). In this paper, Waiscuss a global environmental
computing methodology for analysing the diversitynature and animals, using a
large amount of information on global environments.
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Introduction

To promote discussion on context-dependent difteaenomputation, we organised a
panel session on “Cross-cultural and EnvironmeBtafa Analysis in Data Mining
Processes for a Global Resilient Society” during 28" International Conference on
Information Modelling and Knowledge Bases (EJC2013he panellists were
Professor Yasushi Kiyoki (panel moderator and gh&rofessor Xing Chen, Professor
Petchporn Chawakitchareon, Professor Virach Sdfafevanich, and Senior
Researcher Anneli Heimbilrger. Our paper is basedthen presentations of the
panellists’ own viewpoints on the session topic.

Our paper is organised as follows. In Section bfdasor Yasushi Kiyoki presents
the Keio University SFC Global Environmental Syssedreaders Program (GESL), and
a global environmental analysis based on a semassiociative computing system. In
Section 2, Professor Xing Chen introduces high-dsi@nal data processing engines
for cross-cultural and environmental data analgsi@ mining. In Section 3, Professor

1Corresponding author.



Petchporn Chawakitchareon presents a comparisgoreafiction methods for alum
dosage use in water supply treatment processesebtion 4, Professor Virach
Sornlertlamvanich introduces the Hyper Local Neven&ation System. In Section 5,
Senior Researcher Anneli Heimbirger introduces malyais method for context-
sensitive vocalisation among brown bears, basedSensing-Processing-Actuating
(SPA) architecture. Section 6 summarises our paper.

1. Global Environmental Analysisand Cross-cultural M ultimedia Computing

Keio University SFC has started a collaborative gpan between itself and its
international collaborating institutes, the Keio itbrsity Global Environmental

System Leaders Program (GESL) (http://gesl.sfc.keifp/en/) (Figure 1). The aim of
this program is to make a genuine contributionhe international community, by

developing a workforce of global environmental eystleaders with the ability to

discover solutions to multifaceted environmentalies, based on a firm foundation of
science and technology, and clearly formulatedadaales.
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Figure 1. Keio University SFC Global Environmental Systdresders Program (GESL).
1.1. Environmental Analysis with the Semantic Asso@aftemputing System

The important computation in environmental studycitext-dependent-differential
computation to analyse the changes of various t&ng (temperature, colour, GO
habitats, sea level, coral area, etit.Js very important to memorise these situations
and compute environmental changes in its variogpeas and contexts, in order to
investigate what is happening to the nature of glanet. We have almost infinite
aspects and contexts regarding environmental clsaagel a new method of analysis is
needed to compute the differences in these sinmtitWe propose a method of
differential computing in our multi-dimensional vidrmap [1, 2, 3]. We utilised a
multi-dimensional computing model, the Mathematiwkddel of Meaning (MMM) [4,

5, 6], and a multi-dimensional space filtering noethwith adaptive axis adjustment



mechanism, in order to implement differential cotmy Using this method, we are
able to highlight important factors which change thatural environment. We also
present a method of visualising the highlightedtidex using our multi-dimensional
world map.

We also propose a multimedia data mining systemgiobal environmental
analysis. In the design of such systems, one ofnibst important issues is how to
search for and analyse media data (images, sounnes) and documents), according
to the user’s contexts and environmental situatid®iie have introduced a semantic
associative computing system based on our MMM. Hyistem realises semantic
associative computing in order to search for meldie, and it is used to dynamically
compute semantic correlations between keywordsgésiasensing data, sound data,
and documents in a context-dependent way. The feaiture of this system is the
realisation of semantic associative searching i@ B900-dimensional orthogonal
semantic space, with semantic projection functiortsis space was created for the
dynamic computation of semantic equivalence or lanity between keywords and
media data.

We have constructed a cross-cultural multimedia mding system for sharing
and analysing different cultures with MMM functionshich are applied to cultural
and multimedia data as a new platform of crossucaltcollaborative environments [1,
3]. This environment enables us to create a reniteractive, and real-time cultural
and academic research exchange among differentr@sirOne of the most important
applications of the semantic associative compusggtem is global environmental
analysis, as shown in Figures 2 and 3, which amevaluate the various consequences
of natural disasters in global environments. Oypegixnents’ results have shown the
feasibility and effectiveness of our semantic asgive computing system, based on
MMM, in global environmental analysis.

Monitoring cameras Recognizing

the semantic
signal )

o/
oY

£ A

Warning
message DB

Figure 2. Environmental analysis with the semantic asso@ativmputing system.
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Figure 3. 3D cyberspace for environmental analysis and otafisral communication.

1.2. Spatio-Temporal and Semantic Computing

We have introduced the architecture of a multi-aimed and dynamic knowledge
representation system, the 5D World Map SystemB],Lwhich is applied to cross-
cultural multimedia computing. The basic spacehid system consists of a temporal
(1%) dimension, spatial 3, 3% and 4") dimensions, and semanticj5dimension,
representing a large-scale and multi-dimensionmalaseic space based on our semantic
associative computing system (MMM). This space nrésee and recalls various
cross-cultural multimedia information resourceshwiémporal, spatial, and semantic
correlation computing functions, and realises awgidld map for the dynamic creation
of temporal, spatial, and semantic multiple viewbich are applied to these resources.

We apply the dynamic evaluation and mapping fumgti@f multiple views of
temporal-spatial metrics, and integrate the resofitsemantic evaluation to analyse
cross-cultural multimedia information resources. MMs applied as a semantic
associative search method for realizing the conoéfisemantics" and “impressions”
of cultural multimedia information resources, actiong to the "context". The main
feature of this system is the creation of globapsaand views of cultural features,
dynamically expressed in information resources @ieamusic, text, and video),
according to the wuser’s viewpoints. Spatially, tengfly, semantically, and
impressionably evaluated and analysed culturalimatfia information resources are
mapped onto a 5D time-series multi-geographicatepahe basic concept of the 5D
world map system is shown in Figures 4 and 5. Tystesn, when applied to cross-
cultural multimedia computing, visualises relatidretween different areas and times
in terms of cultural aspects, by using dynamic nvagfunctions with temporal, spatial,
semantic, and impression-based computations [Z, 3,
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Figure 4. 5D world map system for worldwide viewing in gloleadvironmental analysis.
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Figure5. Global environmental analysis of forest firegtie 5D world map system.

In our future work, we will apply our multimedia mputing system to new
international and collaborative research and edutdbr the realisation of mutual
understanding and knowledge sharing of environnhe@mtd cross-cultural issues in the
global view.



2. High-Dimensional Data Processing Enginesfor Cross-Cultural and
Environmental Data Analysisand Mining

Widely used mobile devices which connect to thendmtt, such as smartphones and
wearable devices, are changing databases’ dataimginods from keyboard input, to
mobile data transfer. At present, huge amountsabh @re transferred from mobile
devices to databases every day, and cloud techieslage also undergoing rapid
development. Such progress, which alters the aclation of data resources, leads to
new environments of data analysis and mining; tleesee under the heading of “big-
data” analysis and mining.

The essential purpose of such explorations isniw feasons, correlations, features,
and so on in the data. Many clustering methodsdaxeloped by the division of data
into different groups, which helps to identify feeds such as k-means, fuzzy c-means,
quality threshold, kernel k-means, etc. [8]. Bidedatructures are commonly the
highest-dimensional data. This is one reason whg dastering algorithms cannot be
standardised. That is, an algorithm may give th& besult with one type of data set,
but may fail, or deliver poor results, with othgpées, as illustrated in Figure 6.
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Figure 6. An example of clustering accuracy: in this cabe,factors of data sets are not orthogonal to each
other.

Figure 6 shows an image of clustering results. Tawors,f, andf,, are used for
the clustering. Four data sess, S, S;, ands,, are mapped on a space constructef|, by
andf,. The distances between the data detndd, is used for the clustering. In the
case that the distance valdgis smaller the distance valdg- that is,d<d,, s;, ands,
are clustered in a groupsz ands, are clustered in the other group, as shown inrgigu
6(a). However, it is common that factors extractesin data sets are not always
orthogonal to each other. In this case, as showkigare 6(b), the factork andf, are
not orthogonal to each other. Therefore, the vabiedy andd,’ are not equal to each
other, and the value af, cannot be used for the clustering. The correatevaif d,
should be used on the space constructed, landf,. As the distance valué, is
smaller than the distance valde- that is,d,’ <d,, the correct clustering, should cause
s, ands; to be clustered in a grous; ands, are clustered in the other group, as shown
in Figure 6(b).

Research works are being carried out to creategotial space from data factors
[9, 10]. A model referred to as the Mathematicalddioof Meaning is presented in [4,
9]. In the model, an English dictionary is utiliseahd an orthogonal space is created
based on the appearance of the words used to deéick entry in the dictionary.
Another method has been proposed to create ortlhbdgpaces based on sample data
sets [10]. This method is illustrated in FigureAn initial space is created, based on



extracted factors from data sets, as shown in Eig(@). Three steps are performed to
create three orthogonal axes, as shown in Figire &), and (d).
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Figure 7. Automatic orthogonal space-creating method, basedhta set samples.

In order to perform environmental data analysiss ivery important to compute
changes in various aspects and contexts. As therealmost infinite aspects and
contexts of environmental changes, a differentimhputing method is proposed [11] in
order to realise a new analysing engine. This engirused to compute differences in
the discovery of actual aspects and contexts agisti the nature of our planet. The
differential computing method is illustrated in &ig 8, where environmental data is
represented as vectofs; and E;. Differential vectors are generated during the
computation, representing differences in featufedata sets. At the same time, three
vectors,R, R, andR;, are also generated, based on given thresholcesieRy is
referred to as aommon vectoR; andR; are referred to @gature vectorswith feature
values that are greater than a given threshold, ssnaller than a given threshold,
respectively.
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Figure 8. The differential computing method for multi-dingonal data sets.

The rapid progress of cloud, mobile devices and@etechnology has realized the
large scale of global environmental data transfedl eesource-accumulation in the
world. “Global Environmental Analysis” is becomioge of the most important issues
in global societies and communities connected énvtbrld-wide scope. The innovative
integration of large-scale multimedia environmemtala management, and ubiquitous



computing, will lead to new methods of environmérdaalysis and cross-border
communication. In our research work, we presentGhabal Environmental Analysis
System. The basic idea of the system is illustrateleigure 9. In the system, a global
environmental-analysing engine, a global envirortaeavent differential computing
engine and a semantic associated engine are @wst&kensor data and cross-culture
contents are stored in cloud databases. Followinggssing of differential calculations,
orthogonal feature spaces are created for datgsas@nd mining.

Cross-cultural and Difference Feature space for
Environmental Data calculator data Analysis
Center A new axis

Figure9. The Global Environmental Analysis System.

As a first step towards integration of the croskteal and environmental database
with a differential computing engine and the datatgsing engine, we have developed
a cloud application development platform referred as FOCAPLAS [12]. The
platform is composed of a formula parser, a fornualgulator, a database management
system, data storages, an input/output devicejraadace specification interpretation
equipment. As spreadsheet-based data modellingpgosted, an application developer
can build a cloud service by posting spreadsheeteots, just like posting document
contents to a blog server. If developers wish tdatg their applications, they will be
required to post new spreadsheet contents.

Our research is currently at an early stage inignog cloud services for cross-
cultural and environmental data analysis and mini@gmputer science areas, and
environmental and global culture areas, are coatjpgr on an international basis. In
our future work, we will provide cross-cultural aedvironmental data analysis and
mining cloud services for a globally resilient szigi

3. Alum Dosage Usein Water Supply Process Prediction by Decision Tree Forest
Method and Genetic Programming

We will now present a comparison of prediction noelthfor alum dosage using in the
water supply treatment process. A neural network isommon method, which has
been used in many works. In this research, we comdpthe results from a decision
tree forest to the results from neural networksveBeinput variables relating to the
reaction of coagulation were used: turbidity, alk&y, pH, conductivity, colour,



suspended solids, and MN. A new input variable was then generated by yippl
genetic programming. This new variable was usdthfmove the prediction result. The
data for this research was collected from the BhagkBranch Office of the
Metropolitan Waterworks Authority, Bangkok, Thaithnfrom 1 January to 31
December 2006. Our experiment’s results showed rtbatal networks yielded more
accuracy than the decision tree forest for seveutitvariables, but a decision tree
forest with eight input variables yielded the highaccuracy compared to all other
cases.

Coagulation is a process in which chemicals areddd water for the purpose of
producing flocs from colloidal particles, and pptating other contaminants.
Coagulant dosage is non-linearly correlated torédmeoval of colloidal particles [13].
Hence, it is difficult to determine the optimal wal for the dosage. The optimal
coagulant dosage is an important parameter forctdffe control, monitoring and
support of the process. Nowadays, most water supfapts determine coagulant
dosage by using the Jar-Test method [14]. Howebhere are some disadvantages to
this method; for example, it takes a long time talgse samples in the laboratory
(about three hours) [14], the process must be pegd by skilled operators, and there
is a limitation in feedback control. This is despiibe fact that today there are a number
of automatic coagulant control machines, such asstiagulometer [15], which passes
a flat beam of light through water to determine dgiuantity of coagulant dosage which
should be added through conversion of the quamfitseceived light, and streaming
current detectors (SCDs) [16], which measure thgatiee charge of colloidal colour
and turbidity particles in raw water. The approf@iamount of added coagulant dosage
will adapt the charge of water to a neutralisedest®isadvantages of automatic
coagulant control machines are the cost of equipraed operations, and a lack of
adaptation to all levels of raw water quality. Téfere, in this paper, we propose a
study to compare the various prediction methodscadgulant dosage, i.e. neural
networks, support vector machine, single decisie®,tand decision tree forest, in
order to find the method which delivers the highesturacy.

3.1. Methodology

The total data for our study comprised 2,014 resofid determine the most efficient
method, we used a 10-fold cross-validation techmigihich divided the data into ten
sets of size n/10 (n is number of records). Eatlwas tested by using the remaining
sets as its training sets. Our comparing methoalslescribed in detail as follows:

* Back-propagation neural networks: A neural netwisr& computation method
which simulates signal transfers in the human biaimas been used to predict
coagulant dosage in many studies [13, 14, 17, 9B,The structure of neural
networks used in this paper consists of seven inpdes, one output node,
and one hidden layer. The number of hidden nodesitenations are tuned
within the range of 5-20 and 10,000-50,000, respelst to determine the
best tuning for optimal performance.

e Support vector machine: This is an alternative rieey method used for
classification and regression. In this research,civese two types of SVM
model, namely the Epsilon-Support Vector Regres§ie8VR), and the Nu-
Support Vector Regression-EVR). Four types of kernel function (linear
function, polynomial function, radial basis functigRBF), and sigmoid
function) were selected, in order to find the masturate SVM.



» Single decision tree: Generally, a decision treeused in classification
problems. However, we can use the regression tetbad to determine the
coagulant dosage whose target value is contindouthis case, we used a
regression tree of which the predicted values heemean value of target
variables’ falls in the leaf node. The value of theimum number of nodes to
be split, and the maximum tree levels, are tundtimithe range of 2-50 and
10-500, respectively.

» Decision tree forest: This is an implementatioragindom forest [20]. Used
for regression problems, it is a collection of e=gion trees which are created
by using bootstrap samples on the training datd,random feature selections
in tree induction. Prediction is made by averagimg predictions of all trees
in the forest. The number of trees in the foreshimmum number of nodes to
be split, and maximum tree levels are tuned withearange of 10-500, 2-50,
and 10-500 respectively.

3.2.Results

The results of the predictions using neural netwp®&V/M, single decision tree, and
decision tree forest show that the decision treestogives the best result of prediction.
A root mean square error of 2.71 can be achievéutwé number of trees in the forest,
minimum size node to split, and maximum tree levelgual to 120, 3, and 40
respectively. The comparison of the root mean sgjearor between methods is shown
in Table 1. The best performance of neural netwads be achieved with 20 hidden
nodes and 50,000 iterations. The root mean squesed this tuning is 4.84. The best
performer for SVM is-SVR, using RBF. The values of parameter C, Gamma, and P
are 800, 5, and 1, respectively. The root meanrsgesaor of this tuning is 3.66. The
best performance of a single decision tree carchieeed with values of minimum size
node to split, and maximum tree levels, of 8 andepectively. The root mean square
error of this tuning is 3.78.

Table 1. Comparison of RMSE (root mean square error)

Neural Networks SVM Single Decision Tree  Decision Tree Forest

RMSE 4.09 3.66 3.78 2.37

Our results show that the decision tree forest owketfielded the highest accuracy,
compared to the other methods. The reason forehisidn tree forest yielding a better
result than the single decision tree is that theisiten tree forest method employs
multiple learners instead of a single learner, Whian improve the accuracy in the
same way as general ensemble methods.

Moreover, for the neural networks and support vectachine methods, the range
of output varies highly. The results obtained frioath methods are lower than the ones
from the decision tree forest. In the future, wd wfilise a new technique of using the
decision tree forest method in order to extract khewledge which can be used to
predict the most suitable coagulant dosage in veateply plants.



4. Hyper Local NEWS Publishing: Coallect, Analyse, and Visualise

The drastic advance in information technology wéasing the production, as well as
the consumption, of data on an increasing numbevetf resources. In this work, we
present an application for the delivery of localveeto complement the deteriorating
local newspaper, in order to promote data usagaral areas. This can improve rural
residents’ livelihoods through the expression @ifirtiheputations on a hyper local news
portal. News articles are collected from online lgubources only; i.e. online news,
government portals, Wikipedia, social media, cditets etc., and specified by location.
Articles on the same incident are automaticallyugex using a ‘keyword based text
similarity’ algorithm. The similarity is measurea itwo dimensions, content and
location. Similar news from various publishers aodrces is aggregated and classified
into genres. Incidents are sorted based on regotiine, and can be automatically
extended to a timeline of publishing. As a resthié, news and information articles are
automatically classified and presented by bothtlona(province) and content (genre
or news category).

In this information age, when people in cities néedaccess information, they
jump on the Internet. Information overload is a onagsue. It can take a long time to
find relevant information among the millions of caeter strings on web pages.
Sometimes we need to follow many links to find thiormation we need. However,
people living in the countryside cannot accessltiternet in the same way due to
unreliable connections, and often cannot find newmformation which is relevant to
their communities.

But human information targeting of people livingtire city is much different from
the ones living in the countryside. People livinghe countryside, a province outside
the capital city, where the Internet is not sucsilgdo get access as in the city, hardly
search and look up information on the InternethegitAs a result, very often they face
the situation of missing or insufficient informatioEither the up to date news or
necessary information related to their living aondih are not delivered sufficiently to
them.

We have automatically generated a hyper local nearsal, which collects all
information relevant to every province of Thailarmohd classifies them according to
provincial concerns and topics of interest. Theiigeto serve people using a location-
based approach. In each province, residents canafinthe relevant information for
their area on one page. People can easily findeard about necessary or interesting
things to do with their daily life.

4.1.Local News Collecting

The first step was to collect information from tikernet. We focused on four sources
which provide local related information: Thai infieation web pages, knowledge web
pages, social media, and news publishing web pages.

Information web pages provide factual informatiand are mostly administered
by educational institutions or government agen{®g3; for example, the website of
the Mass Communication Organisation of Thailand, website of the Department of
Accelerated Rural Development, the website of tH&c®© of National Buddhism,
weather and stock market web pages, etc. [22]. Wkia is a source of collaborative
knowledge. Social media data is collected from Baok, Instagram, Google Plus,
Twitter, and YouTube. Seven news web pages aretatgeted. To collect the listed



data, we employ web crawling, Wikipedia Infobox \esting, topic-based message
extraction, and template-based crawling correspundd the nature of the source of
data. The data collected from these different ptaces, which is ready to be used in
the analysis process, comprises information, facisial updates, and news. Figure 10
shows the data collection scenario.
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Figure 10. Data collection scenario.
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Table 2 shows the size of data from the primarycesi The online news articles
were collected during the period of January - Seper, 2014.

Table 2. Source portal for data collection with the sizéemted.

Category Sour ces Size
Online news
Bangkok Post www.bangkokpost.com 20,602 articles
Manager www.manager.co.th 90,114 articles
Nation www.nationmultimedia.com 43,275 articles
Thairath www.thairath.co.th 40,420 articles
Thaipost www.thaipost.net 26,699 articles
Daily news www.dailynews.co.th 59,284 articles
Naewna www.naewna.com 18,343 articles
Others
Local product www.cddopc.com/otopselect2013 3,207 products
Property www.ddproperty.com 89,304 places
Job www.jobthai.com 17,477 jobs
Government www.gprocurement.go.th 62,795 posts
procurement
Weather www.openweathermap.org 5,937 days
Restaurants Www.wongnai.com 99,568 restaurants
Cinema www.majorcineplex.com 1,091 movie schedules
Exchange rate Exchange rate 599,433 exchange rate

(THB<-> Other currency for 10 years)

Gold price Gold price 3,702 days
Stock market index SET index 1,095 days

4.2.Local News Analysis

After aggregating news and crawling all target infation, NLP approaches are used
to classify news categories, extract informatiamg analyse social media information.
The classification process of news websites is shiowrigure 11. It consists of a word
segmentation process, a named entity recognitiocess, and a news domain and



province classification process, together with tdregquency ranking based on the
Term Frequency-Inverse Document Frequency (TF/ii2Ehnique.

The name entity recogniser has been developed faomannotated corpus
developed by [23] and [24]. A state-of-the art Thairphological analyser, trained by
ORCHID corpus [25] and TCL's lexicon [26], is usexobtain word boundaries and
POS tags.

In this work, TF/IDF is used to identify keywordd/e generate a Word Article
Matrix (WAM) to create a map between an articled anlist of keywords from the
article [27]. The WAM is generated by associatihg value of the term frequency, in
order to make the matrix ready to estimate the $axilarity [28, 29]. Based on the
named entity recognition, and TF/IDF-based WAM apphes, we extract the
information related to the province and the catggdran acceptably high accuracy. It
is reported that the F-measure of the text clasditin approach falls between 85-100%,
according to the genre [29].

From Wikipedia, the Infoboxes of any politiciansdaoelebrities resident in a
certain town are analysed according to the spetefitplate.

Classifier

‘Word Segmentation and
Named Entity Recognition Database
Province Classifier

Category Classifier

Figure 11. News classification methodology.
4.3.Local News Visualisation

Due to the amount of text to be classified, we Ipalate it to be appropriately
visualised in the portal. We apply document sinitjabased ranking in order to
organise the data into news categories such astdoal news, art and performance
news, political news, and so on. These categoriesbased on the major newspaper
categories. Infoboxes are also used to visualit idathe portal. Text visualisation is
implemented in order to present the informatiorthia portal in a way that is clear,
categorised, and easy to follow.

4.4.Hyper Local News Portal
The Hyper Local News Portal is finally available foublic view. Information related

to specific provinces is presented, so that usersahle to scan, discover and learn
about facts, trends, and hot or breaking news famg provinces or their own



hometown, on a single page. Figure 12 shows sdne&n®f the portal, where users
can find categories of information related to pnoés.

e T [a

Figure 12. Screenshots of the Hyper Local News Portal.

The portal provides categorizéformation for all 77 Thai provinces. People in
the province can search and discover all infornmatiglated to their province in one
portal. The portal of Hyper Local News can therveethe information for the local
daily life i.e. news, restaurants, movies, shoppingather, celebrities, and so on. News
and information in the portal is as up-to-date aodurate as it is in the original pages.

5. SPA-architecture and Context-Sensitive Vocalisation among Brown Bears

Bears have captured our imagination for centuAegient Finnish and Lappish myths
and legends are probably one reason why these pdwaimals are still held in great
respect today in those countries, and referrecsttha Kings of the Forests [30, 31].
Worldwide, according to our current knowledge basedDNA analysis, the bear
taxonomy includes eight still living species: browears, polar bears, black bears,
white-chested bears, sun bears, sloth bears, sfegttaears and pandas [32]. The focus
of our study is on brown bears and their commuigoatn certain situations and
contexts.

Close monitoring, information collection, and arsdy give us more precise
information on bears’ behaviour. Based on that rimfition, we can create new
knowledge on bears’ biology and their environmerdtdte. The behavioural and



communication schema of the bear seems to be veaj-agiented and situation-
specific. If we can recognise context-dependentmanication schemas, we will be
able to create a lexicon of bear communicationsTakicon could be used by, for
example, scientists, authorities, teachers, stsdemkers, and, especially, citizens
living in bear-rich areas.

It is widely believed that bears behave in an udigteble way. However, as with
all mammals, their behaviour is governed by a cobdn of genetic programming,
and social and environmental factors.

The focus of our research is on context-based beamunication; specifically,
bear vocalisation and body language in certairagans. We will introduce a context-
based schema for brown bear communication reseatdhh is based on the sensing,
processing, and actuating (SPA) architecture (EiglB) [33, 34, 35]. The system
described here is at an early stage of implemeamaiihe three main SPA phases are
briefly described as follows.

Sensing: Finland’s Ahtéri Zoo [36] offers unique opportties to study contextual
bear communication in a fixed, but quite expansipace. At the moment, there are
four bears in the zoo. The movements and voicesndifvidual bears are easily
followed by means of GSP collars, web cameras,bamdan perception. Forests would,
of course, provide us with an open research enrmism. However, forests better suits
bear population studies carried out by the Nat®asources Institute, Finland [37].
Population study has long been the main contribuiobear research in Finland. Now,
bear behaviour and communication studies are aswgbstudied, for example at the
University of Jyvaskyla.

The main idea of our research is to identify groopsoice sequences which are
typical for certain situations. The following cortelasses are used in the study: bear
ID, which includes name, gender, and age; GPSipositvhich indicates the bear’s
location in the fenced area; and season, eithengpsummer, autumn, or winter.
Situations, as a context class, include: wakingrom hibernation; cubs coming out
from the den for the first time; a female bear k#ag her cubs; cubs playing; friendly
wrestling between cubs or adults; mating wrestlesvben two males; hunting and
eating; defence of territory; and, finally, goinga hibernation.

Processing: Voice signal classification consists of extragtimnd selecting
physical and perceptual features from a voice $ighg using these features, it is
possible to identify into which context class theice is most likely to fit. Feature
extraction is a process whereby a segment of aevsignal is characterised with a
compact numerical representation. If the featurdsaeted are carefully chosen, it is
expected that they will contain relevant informatfoom the input data. A desired task
can then be performed using that reduced repragantanstead of the full-sized input.
Feature selection is the process of removing featdrom the set which are less
important as regards the classification task topbgormed. We study the feature
extraction of context-dependent vocalisation of reeay means of the following
features: temporal (features are calculated fraeniriput waveform), spectral (features
are computed from short-time Fourier transform bé tinput signal), perceptual
(features are computed from the human perceptudecand harmonic (features are
computed from the sinusoidal harmonic model of signal). Signal processing is
carried out in the Matlab environment [38, 39].



SENSING CONTEXT ‘ l PROCESSING CONTEXT ‘ l ACTUATING CONTEXT

Data collection Voice data processing Output 1: Databases for research
+ GPS collar (GSP data) + The Matlab Environment by forums
« Web cameras (videos, images) means of Signal Processing « Sample multimedia database fo
. Toolbox biological and environmental
« Audio devices (voice;
. H E t) " « Feature set based on MPEG-7 research
uman perception (text) Low-level audio descriptors « Contextual database

« Numerical features of bear
communication

Contexts

« Bear ID Feature extraction

« Position in the forest (open space) or in the * Asegment of voice data is Output 2: Educational databases fol
fenced area (fixed space) mapped into numerical values schools and universities

« Season + Temporal features « Biology

« Situations * Spectral features « Environmental studies
o Waking up from hibernation « Perceptual features
0 Cubs coming out first time from the det * Harmonic features

Output 3: Mobile bear
communication ABC by means of
icons for hikers

Feature selection ON DEMAND ABC

« Deleting those features from the + Picture coming to the database
feature set that are not so + Comparison to database image

o Female bear teaching her cubs
o Cubs playing

o Mating

o Friendly wrestling

o0 Mating wrestling

0 Hunting and eating important groups according to situation an
o Teritory defending + Filter methods |related vlolcte, oneécon/grtlyup
0 Going into hibernation « Wrapper methods rfgxstsf):ﬁa:sg ;nthgﬁ\ki:nes
FIXED ABC
« Hikers can browse a set of icons|
Data storage on server and data Voice and context synchronization and get bear communication
synchronization according to contexts and time information with voice samples
stamps and guidelines how to behave

Figure 13. Context-based bear communication research schema.

Actuating: We describe here three examples of how the aeatdtimedia bear
database can be used, in addition to our bear igatiah context analysis. The bear
database includes voice and video sequencesnsiifjes and textual information, and
numerical features of bear communication, togeth@gh contextual and temporal
information. Firstly, the database provides valealiiformation for biological and
environmental research forums, and for authoritgecondly, it can also be used for
biological and environmental education in schoaold aniversities. Thirdly, by means
of the database and icons, we can create a mobde dbommunication lexicon for
hikers. In “On Demand Lexicon”, the hiker can senbear picture taken with her/his
mobile phone to the server. The input picture impared to database image groups,
according to situations and related voices. An iEpresenting the most similar image
group will be selected. This icon, with a voice géan will be sent to the hiker, with
some guidelines about how to behave. In “Fixed texi, hikers can browse a set of
icons on their phone, and get bear communicatitorrimation with voice samples and
guidelines on how to behave.

6. Conclusions

In this paper, we have discussed a global enviroteheomputing methodology for
analysing the diversity of nature and animals, giginarge amount of information on
global environments. The important computation mvienmental study is context-
dependent-differential computing for analysing tienges of various situations in
nature. In our paper, we have presented severaigof view to global environmental
computing methodology for analysing differences angbrsity of nature and livings
with a large amount of information resources.
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